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#### Abstract

Summary 1. Inference and estimates of abundance are critical for quantifying population dynamics and impacts of environmental change. Yet imperfect detection and other phenomena that cause zero inflation can induce estimation error and obscure ecological patterns. 2. Recent statistical advances provide an increasingly diverse array of analytical approaches for estimating population size to address these phenomena. 3. We examine how detection error and zero inflation in count data inform the choice of analytical method for estimating population size of unmarked individuals that are not uniquely identified. We review two established (GLMs and distance sampling) and nine emerging methods that use $N$-mixture models (Royle-Nichols model, and basic, zero inflated, temporary emigration, beta-binomial, generalized open-population, spatially explicit, single visit and multispecies) to estimate abundance of unmarked populations, focusing on their requirements and how each method accounts for imperfect detection and zero inflation. 4. Eight of the emerging methods can account for both imperfect detection and additional variation in population size in the forms of non-occupancy, temporary emigration, correlated detection and population dynamics. 5. Methods differ in sampling design requirements (e.g. count vs. detection/non-detection data, single vs. multiple visits, covariate data), and their suitability for a particular study will depend on the characteristics of the study species, scale and objectives of the study, and financial and logistical considerations. 6. Most emerging methods were developed over the past decade, so their efficacy is still under study, and additional statistical advances are likely to occur.


Key-words: abundance estimation, count data, detection, distance sampling, hierarchical model, multispecies abundance model, $N$-mixture model, population size

## Introduction

Inference and estimates of abundance are critical for quantifying population dynamics and the impacts of environmental change. Conducting a census (i.e. counting all individuals) of almost any wild animal species is usually not possible. As a result, researchers have often used surrogate measurements thought to be proportional to population size, such as relative abundance (i.e. the count itself or density) or an index of abundance (e.g. individuals detected per unit effort, Buckland, Marsden \& Green 2008). Traditional approaches to population size estimation usually adopt sampling designs that attempt to control for the factors influencing detection of indi-

[^0]viduals (e.g. observer, time of day, weather). These approaches have limited ability to incorporate the survey-, site- and spe-cies-level processes that differentially affect the detection of species or individuals (Iknayan et al. 2014). As such, it is common for the resulting counts to include a disproportionate number of absences (i.e. many zeroes), a circumstance called 'zero inflation' (Martin et al. 2005).

Imperfect detection and zero inflation in count data have been increasingly discussed in the ecological literature over the past decade (MacKenzie et al. 2002; Martin et al. 2005; Royle \& Dorazio 2008). When unaccounted for, both can introduce considerable estimation error and obscure important ecological patterns (Wenger \& Freeman 2008). For example, models that generate so-called detection-naïve estimates of abundance, such as a Poisson regression or a generalized linear model (GLM) with a Poisson error distribution, perform poorly in
the presence of detection error (Sólymos, Lele \& Bayne 2012). Furthermore, some environmental factors that influence population size (e.g. forest understorey density, and water depth or clarity) may also affect detection (Kéry 2008; Sólymos, Lele \& Bayne 2012). Recognizing that perfect detection is rare in ecological data has led to the development of statistical methods to account for detection error in counts of unmarked populations (i.e. when animals are not individually identified) that formally accommodate the detection process (Buckland et al. 2001; Royle \& Dorazio 2008).

Here, we review how detection error and zero inflation in count data of unmarked individuals inform the choice of analytical methods for estimating the size of unmarked populations. We begin by describing the sources of variation and types of zeroes that frequently arise in count data. Then, we review commonly used and recently developed methods to model abundance of unmarked populations. We focus on how each method accounts for imperfect detection and zero inflation. Finally, we discuss the performance and sampling design requirements of these methods in the context of surveying and counting unmarked populations. Our goal was to make recent statistical advances accessible for ecologists who wish to estimate population size.

## Causes of variation and types of zeroes in count data

Variation in count data results from several distinct processes and understanding them is important to estimate abundance accurately (Martin et al. 2005). The number of individuals counted in a survey depends on the underlying (true) abundance of individuals and on their detectability. True abundance may vary among sites or sampling periods as a result of multiple ecological processes, including climatic variation, seasonal or environmental gradients, metapopulation dynamics, species interactions and density dependence. Identifying these processes and understanding their relative importance is a common goal of research programmes.

Uncertain detection probabilities - either caused by failure to detect an individual or by misidentification - have implications for assessments at the individual, survey, species and community levels. Differences in species traits, such as conspicuousness, behaviour, life history and rarity, can affect detection (Iknayan et al. 2014). In addition, individual traits, such as sex, age, or distance to the observer, may be important causes of non-detection. Detectability also varies due to survey-specific factors, such as effort, observer, weather, sampling method, or time of day or year. It can vary among sites, due to factors that influence visual or auditory detection regardless of observer, such as habitat structure or noise (Alldredge, Simons \& Pollock 2007b). Importantly, the detection probability of a species at a site can also depend on its abundance at the site (McCarthy et al. 2013; Warren et al. 2013). In this context, a non-zero count is the product of the underlying non-zero abundance and the detection process. However, variability in count data can also be due to misidentification (i.e. a false posi-
tive). Perhaps because it is generally presumed that field surveys are performed by adequately trained and experienced scientists and technicians, most abundance estimation methods assume that false positives are absent from data sets, and there are considerably fewer studies employing analysis methods that account for misidentification errors (but see Royle \& Link 2006; McClintock et al. 2010 and Miller et al. 2013b for applications to occupancy). The demand for methods that account for false positives is likely to expand as large-scale population studies and monitoring programmes make increasing use of citizen science data sets, where false-positive observations are probably more common (Miller et al. 2013b).

Counts of zero, on the other hand, can arise from several different mechanisms (Fig. 1). Zeroes due to ecological processes are true zeroes, in the sense that species are absent from the site (Fig. 1a). In many investigations this is interpreted to be a consequence of unsuitable habitat or competitive exclusion (Martin et al. 2005). However, a second type of true zero is induced by demographic stochasticity (Fig. 1a), when species fail to saturate all suitable habitats due to random local extinctions and dispersal limitation (Martin et al. 2005). Species rarity can increase the frequency of this type of zero in count data (Fig. 1b), due to a higher probability of local extinctions when populations are small.

Additional true zeros can also occur when the occupancy pattern and local abundance distribution of a species are the outcome of distinct processes, such as habitat selection operating at different spatial and temporal scales (Wenger \& Freeman 2008). Consider, for example, animals that specialize in a spatially restricted resource, such as a hawk that mainly consumes aquatic prey. Except during dispersal and migration, this species is likely to be found only near rivers, lakes, ponds and other water bodies, that is, its potential occupancy is dependent on the presence of these habitats. Regional surveys may include sampling units in or near such habitats, but will also likely include dry sites where the species will be absent. In the wet sites, the abundance of the species might be strongly predicted by certain environmental factors (e.g. proportion of natural vegetation area, degree of fragmentation, land use). Such factors may favour the species in a dry site, but it will be absent because there is no body of water. Large numbers of these types of absences, which are more common in sparsely than in widely distributed species (Fig. 1a, non-occupancy true zeroes), induce error in analysis and confound interpretation because models will attempt to estimate abundance of the species in a habitat where the species does not occur. Sampling only sites that have potential to be occupied avoids this non-occupancy zero inflation, as does incorporating the factor determining occurrence of the species in models. However, this solution requires a priori knowledge of what habitats to survey, and it cannot be applied to multispecies surveys that broadly sample habitats (Wenger \& Freeman 2008; Joseph et al. 2009).

False zeros, on the other hand, result from the observation process and can arise in two ways: (i) an individual may be


Fig. 1. Mechanisms that cause different types of zero observations in count surveys and how species rarity, detectability and sampling effort affect them. (a) False zeroes are due to either imperfect detection or temporary absence. True zeroes can occur when the sample unit is unoccupied by the species, due to demographic stochasticity or due to ecological mechanisms such as unsuitable habitat or interspecific competition. (b) For common and detectable species (lower right), the majority of zeroes can be expected to result from ecological processes. As species detectability decreases, new false zeroes arise due to detection error (lower left). Species rarity results in fewer detections (dark green bars), additional true zeroes arise from unoccupied sample units (white bars) and increased demographic stochasticity (beige bars). (c) When the area sampled and/or the time of visit are small/ short relative to the species home range or movements, individuals may not be available for detection during the survey, resulting in additional false zeroes and fewer non-zero observations.
present at the site but be undetected by the observer (Fig. 1b), which is commonly called 'detection error' or 'imperfect detection' (MacKenzie et al. 2002; Royle \& Dorazio 2008), and (ii) an individual of a mobile species with a large home range may regularly use a site but be absent from it at the time of survey, because it is visiting part of its home range outside of the sample unit. The latter may commonly occur if the sampling area is small and/or the length of visit is short relative to the movements of the species, and it is often termed 'temporary emigration' or 'temporary absence' (Fig. 1c, Tyre et al. 2003; Chandler, Royle \& King 2011). Hibernation and aestivation underground could also be considered as a type of temporary emigration, because animals are present, but unavailable for detection on the surface. Such causes of false absence are likely to occur during animal surveys, because many species have large home ranges or are undetected due to cryptic behaviour and camouflage. As discussed above for non-zero observations, detection is also influenced by the type of habitat where an observation is made, time of day when it takes place, weather, distance to the observer and variation between observers (Buckland et al. 2001; Alldredge, Simons \& Pollock 2007b; Iknayan et al. 2014).

## Modelling methods for estimating abundance of unmarked animal populations

In this section, we review established and emerging methods to model abundance of unmarked populations, and focus on how they handle imperfect detection and zero inflation (Fig. 2, Table 1). We start with Poisson and negative binomial GLMs, which are simple and widely used methods for modelling nonnormal data (including counts) that do not explicitly model detection. Next, we describe distance sampling methods that model detectability based on the distance between the observer and the animal. We then discuss hierarchical ( $N$-mixture) models, which estimate detectability based on multiple visits, followed by the single-visit $N$-mixture models that employ covariate data to model detection instead of multiple visits. Finally, we describe multispecies $N$-mixture abundance models that account for detectability and make inference about the number of species not detected during surveys in the study region. They can also be used to estimate community measures such as species richness, diversity and similarity. We do not include methods that generate indices related to population size, such as time to detection models (Alldredge et al. 2007a;


Fig. 2. Summary of the main modelling approaches for estimating abundance of unmarked animal populations described in the text. Red boxes represent important model assumptions (in bold) and sampling design requirements (in italic), green boxes represent the types of input data used by each model, lilac and orange ellipses represent established and emerging methods, respectively, and blue diamonds represent additional parameters estimated. $\psi$ indicates models that estimate potential occupancy probability, $\phi$ indicates models that estimate probability of temporary emigration from the sample unit, and $\rho$ indicates models that account for correlation in detection of individuals. $\pi$ is site-level detection probability, $\gamma$ and $\omega$ are arrival rate and survival probability parameters, respectively, $\sigma$ is the spatial correlation in counts, and $\Omega$ is the probability that a species is present in the supercommunity.

McCarthy et al. 2013), rather than direct estimates of abundance.

## ESTABLISHED METHODS

## Poisson and negative binomial GLMs

Abundance of unmarked populations has often been estimated from count data using Poisson GLMs (Nelder \& Wedderburn 1972; Zuur et al. 2009). A GLM is a generalization of the linear regression that allows the response variable to have error distributions other than Gaussian; in this case, it assumes the error term follows a Poisson distribution. Variation is described by environmental variables assigned as covariates using a log-link function. The choice of distribution arises from assumptions of how organisms are distributed in space in a homogeneous landscape. Potential departures from randomness arise as a result of ecological heterogeneity and are explained by covariates. The negative binomial (NB)
distribution allows the error distribution to vary independently of the mean by including an overdispersion parameter $(k)$ and has been suggested as an alternative to account for extra Poisson variation (Zuur et al. 2009). It is also used when the assumption of independence of observations is violated, such as when individuals occur in aggregations. Negative binomial (NB) models are not strictly GLMs due to the lack of a canonical link function (e.g. log link for the Poisson GLM), but they can be fit using a small extension of the GLM approach by iteratively fitting the $k$ parameter and then fitting the rest of the model with a fixed $k$ parameter (Bolker 2008). Due to this similarity and for simplicity, we refer to both Poisson and NB models as GLMs, but readers should be careful when using this terminology in other contexts.

GLMs are frequently used with count data because they are easy to build, can be applied to the simplest count data sets (e.g. $n$ sampling sites each visited once during a sampling period), work in both frequentist and Bayesian frameworks (Bayesian estimates under a vague [i.e. uninformative] prior
vival probability, $\sigma$ is the spatial correlation in counts, and $\Omega$ is the probability that a species is present in the supercommunity. Covariate handling indicates terms (or levels) that accept covariates in each model

| Method | Data | Sampling requirements | $P$ | ZIF/other variation | Covariate handling | Examples |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GLMs (Poisson, NB) | Counts | Single-visit surveys | None | - | Relative abundance | Nelder \& Wedderburn (1972), Zuur et al. (2009) |
| Distance sampling | Counts and distance measurements | Single or multiple-visit surveys | Distance to observer | - | Detection, abundance | Buckland et al. (2001), Hedley \& Buckland (2004), Royle, Dawson \& Bates (2004) |
| RN model | Detection/non-detection observations | Multiple within-season surveys | Repeated surveys, closed population assumption and $\pi$ | $\psi$ | Abundance, detection and ZIF | Royle \& Nichols (2003), Royle \& Dorazio (2008) |
| Basic $N$-mixture | Counts | Multiple within-season surveys | Repeated surveys and closed population assumption | - | Abundance, detection | Royle (2004a,b), Royle \& Dorazio (2008), Dail \& Madsen (2011) |
| Zero-inflated $N$-mixture | Counts | Multiple within-season surveys | Repeated surveys and closed population assumption | $\psi$ | Abundance, detection and ZIF | Wenger \& Freeman (2008), Joseph et al. (2009) |
| Temporary emigration $N$-mixture | Counts | Multiple within-season surveys | Repeated surveys and closed population assumption | $\phi$ | Abundance, detection and temporary emigration | Chandler, Royle \& King (2011) |
| Beta-binomial N -mixture | Counts | Multiple within-season surveys | Repeated surveys and closed population assumption | $\rho$ | Abundance, detection and detection correlation | Martin et al. (2011) |
| Generalized $N$-mixture | Counts | Multiple surveys (not necessarily within seasons) | Repeated surveys and population dynamics parameters | $\gamma, \omega$ | Abundance, detection, arrival and survival rates | Dail \& Madsen (2011) |
| Spatially explicit density model | Spatially referenced counts | Multiple within-season surveys | Spatial correlation in repeated counts | $\sigma$ | Abundance, detection and spatial correlation | Chandler \& Royle (2013) |
| Single-visit $N$-mixture | Counts, abundance and detection covariates | Single-visit surveys | Covariates | $\psi$ | Abundance, detection and ZIF | Sólymos, Lele \& Bayne (2012) |
| Multispecies $N$-mixture | Detection/non-detection observations or counts | Multiple within-season surveys | Repeated surveys and closed population assumption | $\Omega$ | Abundance, detection and ZIF | Yamaura et al. (2011), <br> Chandler et al. (2013) |

will be numerically close to maximum likelihood estimates [Kéry \& Schaub 2012]) and are available in many statistical platforms.

GLMs are appropriate tools for drawing inference on the factors affecting the relative abundance of a species, provided such factors do not also strongly influence detectability. However, when the objective of the study is to obtain an estimate of the abundance, or to draw inference on effects acting on abundance, GLMs cannot account for departures from the error distribution resulting from excessive true or false zeroes (Fig. 1). Consequently, if the data analysed contain this additional variation (i.e. zero inflation), use of the Poisson and negative binomial GLMs will be inadequate (Welsh et al. 1996; Joseph et al. 2009). Data transformations are ineffective in normalizing zero values because the excessive zeros are simply replaced by an equally frequent non-zero value (Martin et al. 2005). An alternative approach used in many studies is to truncate data sets, reducing or even eliminating the zero values before the GLM analysis. This can compromise the estimation of parameters, because some of the zeros removed will likely be true zeros and their corresponding covariate values will be ignored (Joseph et al. 2009).

## Distance sampling

This is a group of methods in which distances from the survey points or lines to the clusters (or groups) of detected individuals are recorded and used to estimate density or abundance (Buckland et al. 2001; Buckland, Marsden \& Green 2008). All individuals at zero distance from the sampling point or transect are assumed to be detected, and the probability of detecting an individual $(P)$ is modelled to decline with increasing distance from the point or transect. The distribution of distances recorded with every sighting is used to estimate a detection function (i.e. the probability of detection in relation to distance from the observer), which in turn allows estimation of density and abundance (Buckland et al. 2001). Thus, distance sampling methods do not accommodate false zeroes originating from the detection process explicitly, but do so implicitly under the hypothesis that detectability is primarily related to the distance between animals and the observer. A major advantage of the distance sampling methods is that they do not require repeated sampling of sites over time to estimate the individuallevel probability of detection, $P$, as opposed to most $N$-mixture models (see below).

There are six central assumptions of the basic forms of distance sampling: (i) objects on the line or point are detected with certainty; (ii) objects do not move in response to the observer during a survey or before detection (i.e. they are detected at their initial locations); (iii) distance measurements are exact; (iv) the position of detected individuals is independent of the survey point or line; (v) cluster sizes are recorded without error; and (vi) detections are independent events. Violations of these assumptions may result in biased estimates (Buckland et al. 2001; Buckland, Marsden \& Green 2008). Distance sampling data are frequently analysed with the free program Distance,
which also provides guidelines for survey design (Thomas et al. 2010).

Considerable effort in distance sampling methodology has been focused on modelling covariate effects on $P$ (Marques \& Buckland 2003; Marques et al. 2007) and on abundance (Royle, Dawson \& Bates 2004; Johnson, Laake \& Ver Hoef 2010; Chelgren et al. 2011; Conn, Laake \& Johnson 2012; Oedekoven et al. 2013). Royle, Dawson \& Bates (2004), for example, proposed a modified distance sampling hierarchical model that treated counts as a function of $P$ and site-specific abundance ( $N_{\mathrm{i}}$, at sampling unit $i$ [points or line segments]). $N_{\mathrm{i}}$ was modelled as a Poisson (or negative binomial) random effect that could be related to covariates through a link function. Site-specific abundances were integrated from the likelihood function, while parameters of the abundance distribution (e.g. mean $[\lambda]$ for the Poisson and negative binomial distributions, and the overdispersion parameter $[\alpha]$ for the latter) were estimated from the data (Royle, Dawson \& Bates 2004). This method is a hybrid between distance sampling and N -mixture models and illustrates the opportunities for improving established approaches by incorporating the emerging methods discussed below. Sillett et al. (2012) extended this approach to include covariate effects on the detection function. These models are freely available in the Unmarked package (Fiske \& Chandler 2011) for the free statistical software R (R Development Core Team 2014). Another distance sampling advancement for estimating abundance of unmarked populations is the density surface model (Hedley \& Buckland 2004; Katsanevakis 2007; Niemi \& Fernández 2010). It can be used to assess the effects of environmental variables on the spatial distribution of individuals and to generate spatial predictions of abundance over larger or different areas from those originally surveyed. This group of methods has been extensively reviewed elsewhere (Miller et al. 2013a). A major advantage of density surface and hierarchical distance sampling models (Royle, Dawson \& Bates 2004) is that they allow inference from samples that are not randomly placed in the study area, and thus may not be representative of it, which is an important requirement for extrapolating predictions obtained with conventional distance sampling.

## EMERGING METHODS

## Hierarchical (N-mixture) models for multiple visits

Hierarchical models handle variation in the observed data as a result of explicit observation and state process components (Royle \& Dorazio 2008). Detection error is incorporated in the observation component, while the state process component incorporates the underlying ecological process (i.e. abundance or occupancy). This class of models includes approaches that generally require temporally replicated surveys (i.e. repeated measures) conducted at multiple locations, but a variant of these models can be applied to single-visit data sets as described in the next section.

The repeated measures design was initially applied by MacKenzie et al. (2002) and Tyre et al. (2003) to detection/ non-detection data in occupancy models to estimate the pro-
portion of sites occupied (i.e. containing $\geq 1$ individual) while estimating $\pi$, the site-level detection probability (i.e. the probability of detecting at least one individual at site $i$ ). Note that $\pi$ differs from the individual-level detection probability $(P)$ discussed above. If, however, individuals are detected independently, under binomial sampling these two detection probabilities can be related as $\pi_{i}=1-(1-P)^{N_{i}}$ (Royle \& Nichols 2003). Assuming abundance varies among sites, one can expect local variation in $\pi$ because sites with higher abundance yield more 'net' detections and vice versa. This abundanceinduced heterogeneity in the probability of detecting a species (i.e. greater at sites with more individuals present) led Royle \& Nichols (2003) to propose a model (hereafter, the RN model) to estimate abundance from binary observations of detection/ non-detection (i.e. apparent presence/absence of the species at a site).
In the RN model, the detection frequencies for each $i$ site, defined as the number of times the species was detected in the repeated $j$ samples, are assumed to follow a binomial distribution with number of trials equal to $j$ and probability $\pi_{i}$, which in turn depends on the unknown $N_{i}$, a random variable with a specified distribution (e.g. Poisson). Thus, the model assumes that site-specific detection probabilities are functionally dependent on local abundance. In other words, it obtains information about the local abundance distribution directly from the apparent heterogeneity in $\pi$ among sites induced by variation in abundance (Royle \& Dorazio 2008). Structurally, the model is analogous to classical generalized random effect models, with $N_{i}$ as the random effect. Measurable variables that are thought to influence detection at the individual level (based on $\left.\pi_{i j}=1-\left(1-p_{i j}\right)^{N_{i}}\right)$ and abundance may be added to the model as covariates using a link function (e.g. log for the Poisson in the abundance portion). As such, the RN model can account for the false zeroes from detection error and the true zeros from processes that influence abundance. While it is not built with an explicit occupancy probability $(\psi)$, it can be derived as $\psi=\operatorname{Pr}(N>0)$ by defining unoccupied sites to have a zero detection probability (as a result of zero abundance), and then $1-\psi$ becomes the point mass at zero abundance (Royle \& Nichols 2003).

Unmarked populations are a promising area of application of the RN model. For example, many species occur in low densities and are territorial, favouring occupancy sampling instead of counts. However, the premise of functional dependence between detection probability and local abundance may not be a reasonable assumption in some situations, such as extremely rare or highly territorial species. In such cases, density might be so low that local abundance ( $N_{i}$ ), given presence, is essentially constant (i.e. $=1$ ) and thus heterogeneity in apparent detection probability among sites is null or negligible, undermining the fundamental proposition of binomial detection in the RN model.

Obviously, not all species are so rare that only occupancy sampling is possible and many data sets are composed of counts. The basic $N$-mixture model for count data combines a binomial GLM (for the observed counts) and a standard model (Poisson or negative binomial) for $N_{i}$. It assumes that
the population sampled is closed during the sampling period with respect to mortality, recruitment and movement (Royle 2004b). It also assumes that detections at a site are independent and that all individuals recorded at a given site, and time have the same detection probability (Royle 2004b). Counts at site $i$ are regarded as a binomial process dependent upon $P$ (i.e. the observation process) and $N_{i}$, a Poisson (or negative binomial) random variable (i.e. the underlying state process). Additional explanatory variables can be included in both the abundance and the detection models using standard generalized linear modelling techniques. The method generates parameter estimates of the abundance distribution across sites (e.g. $\lambda$ in the case of a Poisson distribution, or $\lambda$ and $\alpha$ for negative binomial) that allow evaluation of temporal changes or geographic comparisons. Total abundance can be estimated posteriorly if the sample units are of known area (Royle 2004b). These models yield estimates of $P$, thus accounting for detection error and the resulting false zeros (Royle 2004b). Estimates can be generated with either frequentist (maximum likelihood estimation) or Bayesian approaches (Kéry 2008; Kéry \& Schaub 2012). This type of model can be fit using the Unmarked R package (Fiske \& Chandler 2011) for frequentist analysis, or by Bayesian methods with WinBUGS (Lunn et al. 2000), OpenBUGS (Lunn et al. 2009) or Jags (Plummer 2003).
The Poisson and negative binomial distributions are usually adequate to model abundance at occupied sites in the N -mixture, but they perform poorly when the data include a large number of true zeros. This can occur when unoccupied sites are sampled (Wenger \& Freeman 2008; Joseph et al. 2009). Extensions of the $N$-mixture models were proposed to accommodate excess true zeroes, in addition to the false zeros from detection error, by employing zero-inflated mixture distributions such as the zero-inflated Poisson (ZIP) to model abundance and potential occupancy simultaneously (Wenger \& Freeman 2008; Joseph et al. 2009). The ZIP distribution is a mixture of a Poisson distribution, with a rate or average parameter ( $\lambda$ ) and a Bernoulli distribution with a parameter $(\psi)$ for the probability that a species is potentially present (i.e. 'potential occupancy'), but the site is unoccupied due to other factors acting on abundance (i.e. demographic stochasticity and ecological processes in Fig. 1).

These mixture models allow three sources for zeroes in data the false zeroes from detection error, and the true zeroes from potential occupancy and abundance. As in the original $N$-mixture, counts in site $i$ are the result of a binomial process dependent on $P$ and $N_{i}$. The latter is, in turn, a product of the potential occupancy process (dependent on $\psi$ ) in addition to the abundance process (dependent on $\lambda$ ). Covariates can be used for the detection, presence or abundance terms with appropriate link functions, and the same covariate may be used for more than one process (e.g. per cent forest cover for detection and abundance). Like the basic $N$-mixture model, use of other zero-inflated distributions, such as the zero-inflated negative binomial (ZINB), for modelling the abundance-potential occupancy portion is possible (Wenger \& Freeman 2008; Joseph et al. 2009). However, this can often result in unrealistic parameter estimates despite good model fit, so should be used with
caution (Joseph et al. 2009). Zero-inflated $N$-mixture models inherit the assumptions of the original $N$-mixture model - population closure, independence of observations and choice of error distribution.

Recent developments in $N$-mixture models focus on handling violations of assumptions or sampling requirements: (i) Chandler, Royle \& King (2011) developed a variation of the N -mixture model to explicitly account for temporary emigration by adding a binomial zero-inflation level, whereby each individual is considered to be within the survey plot with probability $\phi$ (and 1- $\phi$ is the probability of temporary emigration). Variation in $\phi$ can be modelled as a function of site and sur-vey-specific variables, although often this variation will more likely be a result of disparity between the sizes of survey plots relative to the species' home range (Chandler, Royle \& King 2011); (ii) Martin et al. (2011) developed a beta-binomial N -mixture model to account for non-independent (correlated) detection of individuals. This can occur when the behaviour of an animal affects the probability of detection of other individuals by the observer (e.g. when singing behaviour in birds and amphibians elicits a response from a neighbouring individual). The binomial distribution in the observation model (with parameters $N$ and $P$ ) is replaced by the beta-binomial (with $N$, $P$ and the correlation parameter $\rho$ ); larger values of $\rho$ indicate stronger correlation (Martin et al. 2011).

Dail \& Madsen (2011) proposed a generalized $N$-mixture method that can be used to formally test the closure assumption through estimation of parameters of population dynamics. When applied to data from an open population (e.g. annual counts), the model estimates arrival rate of new individuals ( $\gamma$, which includes both births and immigrants) and survival probability $(\omega)$, which can in turn be used to estimate abundance while accounting for imperfect $P$. No additional information is required to estimate $\gamma$ and $\omega$ : the generalized model structure replaces the assumption that $N$ is constant at each site during the sampling period with estimation of these parameters based on variation among sampling occasions at each site. In addition, because the model does not assume a closed population, it is not necessary for the repeated visits to be performed within a single season. As a result, multiple-season data sets with a single visit per season can be analysed (e.g. the North American Breeding Bird Study). Description of the generalization procedure is extensive, so we refer readers to the original article for details (Dail \& Madsen 2011). The model is freely available in the unmarked R package (Fiske \& Chandler 2011).

Yet another recent development of $N$-mixture models for unmarked populations is the spatially explicit density model (Chandler \& Royle 2013), which is an adaptation of spatial capture-recapture (SCR) models for estimating density of marked individuals (Efford 2004; Borchers \& Efford 2008). SCR models estimate density or population size based on estimation of the activity centres of individuals in the sampled area from encounter histories using capture/recapture data. Activity centres, which cannot be directly observed, are the spatial average of an individual's locations during a time period. The model uses the information from the spatial coordinates of
traps with captured individuals to determine the locations of the activity centres, while capture probability (the equivalent of detection probability for capture/recapture data) is regarded as a function of the distance between survey (i.e. trap) locations and activity centres, similar to the detection function in distance sampling (Buckland et al. 2001). The spatially explicit density model has a structure similar to the SCRs, but uses the spatial correlation $(\sigma)$ in temporally replicated counts to estimate the number and location of the activity centres instead of individual identification. Because spatial correlation between counts is required, sample locations need to be in close proximity to one another relative to the size of a home range to allow individuals to be detected at multiple locations over the repeated visits. An interesting aspect of the method is that, unlike most other approaches for estimating abundance or density, spatial correlation is not viewed as an obstacle for inference, but instead informs estimation of distribution and population size (Chandler \& Royle 2013).

## Single-visit $N$-mixture models

By using variation in counts between visits to adjust for detection error, many of the multiple-visit methods described in the previous section can produce more accurate estimates of abundance than estimators that do not explicitly model detection (e.g. GLMs). This, however, is not the only way to model detectability with $N$-mixture models, as exemplified by the distance sampling and spatially explicit density models that use spatial information to estimate the detection function (Chandler \& Royle 2013). Detection error can also be modelled using only a single visit to each site, for both presence/absence and count data, if covariates that affect detection and abundance are available (Lele, Moreno \& Bayne 2012; Sólymos, Lele \& Bayne 2012), such as those discussed above in the section 'Causes and types of zeros in count data'.

The binomial-ZIP mixture model for analysing single-visit count data in the presence of zero inflation and detection error replaces both the need for repeated visit data and the assumption of population closure required by multiple-visit approaches with the use of non-overlapping sets of covariates that affect detection and/or abundance (Sólymos, Lele \& Bayne 2012). The detection and abundance covariate sets need to differ by at least one continuous covariate (i.e. they can share covariates provided that at least one continuous covariate is unique to either set). As in the multiple-visit zero-inflated $N$-mixture approach, the model is built with detection, abundance and zero-inflation terms, and their respective error distributions, link functions and covariates. Because the abundance at each $i$ location is unknown, the likelihood function involves summation over all possible values of $N_{i}$. Direct maximization of the likelihood function in this condition can lead to considerable confounding between the zero-inflation parameter and the intercept parameter in the detection model, so conditional likelihood is employed. In this procedure, maximization is conditioned on a sufficient statistic for the zero-inflation parameter, and a conditional distribution of the data is used to estimate the detection and
abundance parameters. To estimate the zero-inflation parameter, a new random variable is constructed with the non-zero observations [ $W_{i}=I\left(Y_{i}>0\right)$, where $I$ is an indicator function such that $I\left(Y_{i}>0\right)=1$ if $Y_{i}>0$ and $I\left(Y_{i}>0\right)=0$ otherwise], and the likelihood function for the detection, abundance and zero-inflation parameters is written based on the distribution of $W_{i}$. Then, with values of the abundance and detection parameters fixed at their conditional likeli-hood-based estimates, the function is maximized with respect to the zero-inflation parameter to obtain its estimate. This new likelihood function does not involve infinite summation and hence is easy to maximize. Thus, conditional likelihood separates the parameter space and reduces the extent of confounding (Sólymos, Lele \& Bayne 2012).

Like the multiple-visit binomial-ZIP mixture model described in the previous section, the single-visit $N$-mixture model includes an ecological process level, an observation level and an additional zero-inflation level. Thus, it can account for detection error and other forms of zero inflation, such as those derived from non-occupancy or temporary absence. The method is implemented in the R package $\operatorname{detect}$ (Sólymos, Moreno \& Lele 2013). The pcount procedure in package unmarked also permits modelling abundance with single-visit data, but with direct maximization of the likelihood.

## Multispecies N -mixture abundance models (MSAMs)

Although abundance is a valuable attribute for evaluation and comparisons, parameters such as species richness, diversity and similarity are also important to understand commu-nity-level variability (Dorazio \& Royle 2005; Dorazio et al. 2006; Yamaura et al. 2012; Iknayan et al. 2014). Yet, methods for estimating these community metrics, many of which require measures of species abundance, have remained separate until recently. Multispecies abundance models (MSAMs) are an extension of multiple-visit single-species abundance models that analyse the detection histories (i.e. the repeated counts) of all species encountered. The detection histories are used to inform the estimation of diversity, richness and derived metrics, including the number of species that were present in the community, but were not detected at any site - a measure that is useful for communities dominated by rare species (Dorazio \& Royle 2005; Iknayan et al. 2014). MSAMs are still in their infancy, so there are very few applications to date (Yamaura et al. 2011, 2012; Chandler et al. 2013). However, MSAMs draw much of their structure from multispecies occupancy models (MSOMs), which have a longer history of use (see Iknayan et al. 2014 for a review).

Initial MSAMs were developed by combining two different modelling frameworks based on detection/non-detection data (Yamaura et al. 2011): (i) the RN model for estimating abundance (Royle \& Nichols 2003) and (ii) an MSOM that allows for estimation of species richness and community composition at a given site by accounting for both undetected species and variability in occupancy and detectability among species (Dorazio \& Royle 2005; Dorazio et al. 2006). The model
requires repeated visits at multiple sites to collect detection/ non-detection data for each species. These detection histories are then linked to species abundance based on the RN model, and variation in detectability and abundance across sites can be modelled as a function of site-specific covariates for each species. Further development of MSAMs allows use of counts of individuals instead of detection/non-detection data (Yamaura et al. 2012), as in single-species $N$-mixture models for count data.

For well-detected species, model parameters including covariate coefficients can be independently estimated, but this is not the case for rare species due to insufficient data. The MSAM has an additional hierarchical level that treats each parameter as an independent, normally distributed random effect across species, that is, the value of each parameter for each species is assumed to be drawn from a normal distribution with mean and standard deviation that represent the mean response across species and the standard deviation among species (Yamaura et al. 2011; Iknayan et al. 2014). The mean and standard deviation community parameters are termed hyperparameters.
Data augmentation is used in MSAMs to estimate the number of species present in the community, but not detected at any site. In addition to the ecological process (i.e. abundance) and observation (i.e. detection) levels already present in singlespecies hierarchical models, the multispecies approach has a supercommunity (data-augmentation process) level, with parameter $\Omega$. The supercommunity comprises the observed species $(s)$ and an arbitrary but known number ( $m$ ) of unobserved species. The inclusion rate $(\Omega)$ is the probability a species that belongs to the supercommunity is sampled (Royle \& Dorazio 2008; Iknayan et al. 2014). In the data-augmentation approach, $m$ all-zero detection histories are added to those of the $s$ observed species, and used as input data for the model. An indicator variable that separates the data into species present (detected or not), and those not present in the community (and hence not detected) is also added to the model (Royle \& Dorazio 2008). This variable is indexed by $\Omega$, which is the parameter estimated. The number of species in the region (i.e. gamma diversity) is obtained by multiplying the estimate of $\Omega$ by the sum of $s$ and $m$.

Both MSAM models (detection/non-detection and countbased) accommodate, but do not require, the inclusion of site and survey-specific covariates and also allow for estimation of community-level metrics derived from richness, such as diversity and similarity indices like species-accumulation curves (Royle \& Dorazio 2008; Iknayan et al. 2014). The supercommunity level of the model, by modelling the presence or absence of each species, already handles the zero inflation derived from non-occupancy. Moreover, use of ZIP or ZINB distributions for the ecological process level should be possible to account for additional zero inflation (e.g. temporary absence), but to our knowledge have not yet been implemented. Because data augmentation requires estimation of the parameters by Markov chain Monte Carlo (MCMC), current implementation of multispecies abundance models is mostly restricted to Bayesian inference programs.

## Discussion

In this section we summarize and compare the performance of the emerging methods for estimating abundance described above, focusing on estimation bias and sample size requirements. We conclude by discussing study design and how different analytical methods are best suited for particular situations.

## METHOD PERFORMANCE

Detection-based estimation approaches generally performed well when evaluated against simulated data sets (Table 2). They typically estimated population size without strong bias, except in scenarios when detection probability was low and few sites were sampled a small number of times. An encouraging result from the RN model, which likely applies to the other methods, is that bias from small sample size can be countered by increasing the number of visits to each site (from 3 to 5-10) or whether the species has a high detection probability ( $P \geq 0 \cdot 3$, Royle \& Nichols 2003). When sample size was small,
which sometimes skewed the mean of the abundance estimator, the median and mode were close to their true values (Royle 2004b). Similarly, in the spatially explicit density model, low spatial correlation in counts $(\sigma=0.5)$ results in a biased mean of population size estimates $(5-10 \%)$, but their mode is unbiased (Chandler \& Royle 2013). Simulations with the generalized $N$-mixture model showed that population dynamics were falsely detected at very low rates ( $<1 \%$ ) in closed population scenarios $([\gamma, \omega]=[0,1])$, suggesting the model performs adequately as a test of the closed population assumption (Dail \& Madsen 2011).

Few field studies have applied multiple estimation methods to compare their relative performance. Abundances were higher when estimated with N -mixture models compared to estimates derived from territory mapping of birds (Kéry, Royle \& Schmid 2005) and from distance sampling transects of desert tortoises (Zylstra, Steidl \& Swann 2010), but not compared to direct observations of lizards (Doré et al. 2011). Precision (i.e. confidence intervals) of estimates varied among methods; estimates from $N$-mixture models had higher precision compared

Table 2. Summary of published simulation studies for emerging methods of estimating abundance, with simulation settings, effects and considerations for sample size. $R$ is number of sites, $T$ is number of visits, $\lambda$ is the mean of the Poisson/NB distribution, $P$ indicates detection probability, $1-\phi$ is the probability of temporary emigration, $\rho$ is correlation in detection of individuals, $\gamma$ is arrival rate of new individuals, $\omega$ indicates survival probability, $\sigma$ is the spatial correlation in counts and $\psi$ is the potential occupancy probability

| Method | Effects on abundance estimation | Sample size effects | Simulation settings | References |
| :---: | :---: | :---: | :---: | :---: |
| RN model | Bias of $\sim 10-15 \%$ when $P=0 \cdot 1$; | Small at $R \leq 100$; Larger $T$ and/or $P$ counters small $R$ | Wide $(R, T)$ range, <br> $\lambda=(4 \cdot 61,2 \cdot 30,1 \cdot 61,1 \cdot 20$, $0.92,0.69,0.51), P=(0.1$, <br> $0 \cdot 2$ ), NB mean/variance ratios $=(1 \cdot 2,2,4)$ | Royle \& Nichols (2003) |
| Basic $N$-mixture | Small positive bias when $R$ $(P)=20(0 \cdot 25)$ | Adequate at $R=20$ | $\begin{aligned} & R=(20,50), T=(3,5,10), \\ & \lambda=(2,5), P=(0.25,0.50) \end{aligned}$ | Royle (2004b) |
| Temporary emigration $N$-mixture | Unbiased in random emigration and spatially explicit emigration scenarios | Adequate at $R=100$, lower values not investigated | $R=100, T=3, \lambda=3 \cdot 14$, $\phi=0 \cdot 5$, random emigration scenario vs. spatially explicit scenario (emigration dependent on home range size $=[0,10,30])$ |  <br> King (2011) |
| Beta-binomial $N$-mixture | Better performance than the Basic N -mixture in the scenario with correlated detection (bias of $2 \%$ vs. $123 \%$, respectively) | Adequate at $R=200$, lower values not investigated | $R=200, T=3, \lambda=4 \cdot 6$ <br> no correlation scenario with $P=0 \cdot 5$, correlation scenario $\rho=(0 \cdot 15,0 \cdot 3)$ and $P=(0.7,0.5)$, zero-inflated scenario with $\psi=0.25$. | Martin et al. (2011) |
| Generalized $N$-mixture | Less biased than the Basic $N$ mixture in open population scenarios $([\gamma, \omega] \neq[0,1])$ | Adequate at $R=20$; better results with $R=100$ | $\begin{aligned} & (R, T)=(100,10),(R, \\ & T)=(20,5), \lambda=(2,5), \\ & P=(0.25,0.50), \gamma=(0,1, \\ & 2), \omega=(1,0 \cdot 8,0.5) \end{aligned}$ | Dail \& Madsen (2011) |
| Spatially explicit density model | Mean of estimates is biased (5 $-10 \%$ ) when $\sigma=0.5$, but mode is unbiased. With higher $\sigma$, estimates are unbiased. Bias is also reduced when effective encounter rate is increased. | $15 \times 15$ sample point grid adequate, lower values not investigated | $15 \times 15$ sample point grid, $\sigma=(0 \cdot 5,0 \cdot 75,1)$, effective encounter rate $=(2 \cdot 5,5)$. Population size of $(27,45$, 75) | Chandler \& Royle (2013) |
| Single-visit $N$-mixture | Overestimated with $R=100$, converged to true values as $R$ increased | Small at $R<100$ | $\begin{aligned} & R=(100,300,500,700, \\ & 1000), \lambda=(2 \cdot 13,5 \cdot 25), \\ & P=(0 \cdot 25,0 \cdot 65), \psi=(0, \\ & 0 \cdot 25) \end{aligned}$ | Sólymos, Lele \& Bayne (2012) |

to other methods for lizards (Doré et al. 2011), but not for tortoises (Zylstra, Steidl \& Swann 2010). Couturier et al. (2013) extended the tortoise studies to compare abundance estimates from capture-recapture, distance sampling and $N$-mixture models, conducted simulations to assess bias between capturerecapture and N -mixture models, and computed a power analysis to evaluate the ability of the three methods to detect changes in abundance. The capture-recapture method resulted in abundance estimates 1.75 and 2.19 times greater than distance sampling and N -mixture models, respectively. Simulations showed that the $N$-mixture models resulted in estimations that were biased high when detection probabilities were $<0 \cdot 5$, whereas capture-recapture estimations were unbiased. That the $N$-mixture method showed less precision than distance sampling and capture-recapture in a species with low detectability is not surprising, given the additional information provided by distance measurements and individual marking. None of the methods were precise enough to detect small (<1\%/year) population changes (Couturier et al. 2013). Martin et al. (2011) applied binomial and beta-binomial $N$-mixture models (both with a Poisson abundance distribution) in a Bayesian approach to aerial survey data of manatees, in which correlated surfacing behaviour caused non-independent detection of individuals and assessed their fit using posterior predictive distributions (Gelman, Meng \& Stern 1996). They found that the former model did not fit the data, whereas there was no evidence of lack of fit for the latter model.

## CONSIDERATIONS FOR STUDY DESIGN AND CHOICE OF ANALYTIC FRAMEWORK

The modelling approaches reviewed here can be used to investigate many kinds of ecological questions - not only hypothe-
ses related to population size and the factors that affect it, but also questions about detection and community characteristics (see Table 3 for examples). Banks-Leite et al. (2014) argued that, because covariates of detection probability can be controlled through sampling design, unadjusted estimates of abundance generated with Poisson and negative binomial GLMs can be used for estimating population trends and to identify environmental factors that influence population size, despite the fact that these methods do not explicitly model detection. While careful sampling design can reduce the effects of covariates thought to influence detection probability (e.g. time of day, season, weather, habitat, trap type, observer, etc.), in the absence of modelling detection probabilities it may be difficult to distinguish between model outcomes that reliably reflect ecological processes and those that are related to detectability effects. We focus the remainder of the Discussion on methods that explicitly incorporate detection probability (Fig. 2, Tables 1 and 2).

Estimation methods can be divided into those that require one visit and those that require multiple visits (Fig. 2, Table 1). In the latter, sampling logistics often impede resurveys on the same day. Other factors, such as species' behavioural traits, may also require that observers return to sites on different days to ensure independence of surveys. Visiting a site on several dates within a sampling season increases travel costs and personnel time. For a given budget, this will likely reduce the number of sites that can be surveyed, potentially decreasing the generality of the study (Lele, Moreno \& Bayne 2012). This issue becomes especially important when sampling species that occur in low densities, because surveying a large number of sites is crucial to obtain enough non-zero observations for reliable population inferences. Trade-offs between the number of visits and number of sites surveyed must be considered

Table 3. Common questions asked in ecological studies, and the established and emerging methods for estimating abundance of unmarked animal populations that can be used to address them. GLM includes both Poisson and NB GLMs. DS is distance sampling. For the $N$-mixture methods, ZI is the zero-inflated model, Temp is the temporary emigration model, Beta-bin is the beta-binomial model, Gen is generalized model, Space is the spatially explicit density model, 1 visit is the single-visit model and Multispec is the multispecies approach

carefully with regard to the objectives of the study. Monitoring populations in small to moderately sized areas may be a more likely scenario for use of multiple-visit methods than regionalscale studies. For the latter, single-visit methods may be a costeffective option. Below, we first discuss the single-visit methods and return to the multiple-visit approaches later.

Single-visit methods (Fig. 2, Table 1) replace repeated visits with auxiliary data to estimate detection probability. The most widely used single-visit method is distance sampling, which assumes that the distance to observer measurements are made with minimal error and that detection at the survey point or line is perfect (Buckland et al. 2001). In practice, distances to observer can be difficult to accurately measure if surveys rely on aural detections (Alldredge, Simons \& Pollock 2007b), or if surveys include a considerable proportion of fast-moving individuals (e.g. birds in flight). To illustrate the latter, we describe encounter data for 10 common raptor species detected during roadside strip-transects in open habitats in west-central Brazil (Dénes, F.V. unpublished data). Eight of the 10 species had more than $20 \%$ of individuals detected in flight, suggesting that a large proportion of the distance to observer measurements might not be reliable for density estimation with distance sampling. Thus, it may be useful to conduct an assessment of the mode of detection (e.g. the ratio of flying vs. stationary, or aural vs. visual detections) when designing a study before deciding to adopt distance sampling; data sets in which detections are frequently of non-stationary, or calling individuals are probably better suited for other methods.

Point or transect counts are commonly performed along roads, rivers or paths, especially counts focusing on larger, highly mobile species (e.g. raptors, parrots and some waterfowl), due to ease of access and time and resource limitations (Buckland, Marsden \& Green 2008). Many factors along such features can lead to atypical density, including an increased frequency of perch sites (e.g. power and telephone posts and lines, fences, road-signs), more food for scavenging species (i.e. road-kills) and increased edge habitats (Buckland, Marsden \& Green 2008). Although this can present a problem for any analytical method when extrapolating over a larger region, distance sampling is particularly vulnerable because it relies so heavily on the spatial distribution of individuals in the vicinity of the sample point or line. Alternative strategies have been suggested to handle this problem, such as placing transects perpendicular to roads or paths (Buckland, Marsden \& Green 2008), using multiple independent observers to estimate detection probability (Marques et al. 2010), recording locations of detected individuals at snapshot moments (Buckland 2006) or recording distances to detected cues (e.g. songbursts) rather than individuals (Buckland 2006), but they are not always feasible or logistically viable. In such situations, it might be better to replace conventional distance sampling with an alternate detection-based method to model count data (Fig. 2, Table 1). An interesting option still in the realm of distance sampling is to employ either the hierarchical distance sampling model of Royle, Dawson \& Bates (2004) or a density surface model approach (Hedley \&

Buckland 2004; Miller et al. 2013a), both of which allow extrapolation of detection-adjusted abundance predictions generated from samples lacking random placement that may not be representative of the study area.

The $N$-mixture method for single-visit count data (Sólymos, Lele \& Bayne 2012) requires non-overlapping sets of covariates for detection and abundance. Most research and monitoring studies designed to compare abundance between different conditions or sampling periods are likely to collect detection and abundance covariates. For example, detection covariates often include time of day, weather, habitat and observer, which are frequently available for most data sets. If, however, the proper covariates are not collected and modelled, abundance estimates will be inaccurate regardless of the number of sampling visits (Sólymos, Lele \& Bayne 2012). Hence, the need to collect covariates to use the single-visit approach can hardly be considered an objection to its use. When limited budget or sampling logistics preclude the use of the multiple-visit $N$-mixture or distance sampling methodologies, the single-visit method accommodating detection error and zero inflation provides an interesting alternative.

Focusing on the number of occupied sample units using multiple visits instead of on the number of animals in each unit has been suggested to reduce the efforts and costs associated with monitoring (MacKenzie et al. 2002; Royle \& Nichols 2003). The RN model follows this general approach to produce an estimate of population size (Fig. 2, Table 1), and it is especially useful for situations where little information is available beyond detection/non-detection data (Royle \& Nichols 2003). For example, detection of multiple individuals seldom occurs when monitoring of rare or very elusive species (with the caveat that cases of extreme rarity can be a problem even for the RN method). When it is not possible to ensure that individuals are not counted more that once during a visit, reduction of the count data to detection/non-detection for use in the RN model may be a useful approach.

When reliable multiple-visit count data are available, several $N$-mixture methods (Fig. 2, Table 1) allow researchers to model not only abundance and detection but also additional phenomena, such as temporary emigration, non-independent detection of individuals, population closure (a basic premise of the multiple-visit approach itself) and population dynamics parameters (i.e. arrival rate of new individuals [births and immigrants] and survival probability; Table 2 ). The versatility of this framework should encourage researchers to collect mul-tiple-visit count data whenever their research system and budget allow.

Recently, the use of single-species models that adjust for imperfect detection in situations where communities are dominated by rare species, such as tropical rain forests, has been questioned due to their requirement for high detection or recapture probabilities, which are unlikely to be obtained for rare species (Banks-Leite et al. 2014). The multispecies $N$-mixture framework uses data from the entire sample (common and rare species) to inform a community-level distribution of detection and occupancy or abundance probabilities (via hyper-parameters) from which estimates for each species,
including rare ones, are obtained. This 'information sharing' allows data to be used more efficiently compared with singlespecies models, and individual estimates are improved (Dorazio \& Royle 2005; Iknayan et al. 2014). A great advantage of multispecies abundance $N$-mixture models, which to our knowledge currently exists only in the multiple-visit framework, is the ability to combine abundance and richness estimates while explicitly incorporating observation error (i.e. imperfect detection) in count data (Fig. 2, Table 1). However, this type of hierarchical model is relatively new, so its limitations and performance remain to be more widely evaluated. In addition, implementation of the models is still complex and beyond the programing expertise of many potential users, although example code and software are freely available on the Internet (Iknayan et al. 2014).

## Conclusions

Population studies with the goals of informing conservation actions and management decisions often need to rigorously estimate abundance and how it is influenced by multiple factors. We believe this involves recognizing that, regardless of observer expertise, count data are subject to detection error and multiple forms of zero inflation (Fig. 1). Thus, adopting a sampling scheme and analytical method that account for these phenomena is necessary to address most questions that involve making inference or obtaining estimates about population size (Table 3). Of the 11 kinds of analytical methods used to estimate population size that we have reviewed (Table 1), 8 can account for both imperfect detection and additional variation in population size in the forms of nonoccupancy, temporary emigration, correlated detection and population dynamics. All eight have been developed within the past decade, and their efficacy is still under study (Table 2). We expect developments to continue in this important area of statistical ecology.

Methods for estimating population size vary in their degree of suitability for a research project, depending on the taxa sampled, whether surveys are composed of a single or multiple species, the availability and feasibility of collecting ancillary data, and the scale and objectives of the study. Estimation methods can also impose differing financial and logistical costs, depending upon the requirement for repeated visits (Fig. 2, Table 1). Researchers should be aware of these differences when designing studies, so that limited funds and effort are spent efficiently.
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